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INTRODUCTION 

 

 

Tomato fruit (Lycopersicum esculentum Mill) is a type of horticultural plant. One type is the 

plum tomato (Lycopersicon lycopersicum)[1]. Currently there are no relevant features to 

accurately determine the ripeness level of tomatoes. Although HSV images provide information 

about the ripeness level of tomato fruit, variations in color intensity and lighting conditions can 

affect the quality of color representation. Tomatoes are one of the agricultural products that 

have a high production level. Tomatoes have a relatively fast maturity time [3]. The distribution 

A B S T R A C T 

 

The tomatoes used use tomatoes (Lycopersicum esculentum Mill) which is a type of horticultural 

plant. One type is plum tomatoes. The process of classifying tomato ripeness is carried out manually 

through direct visual observation. However, this is very difficult to do because it is inconsistent. 

Therefore, relevant features are needed to classify tomato maturity levels based on HSV features using 

the KNN method. The method used in classification is K-Nearest Neighbor, this algorithm requires 

features to build the model. The feature used is HSV feature extraction. Based on the results of 

research tests carried out, it proves that Euclidean distance k=2 has a percentage value of 85%. Based 

on the level of accuracy, the color feature k=2 shows the best k value in classifying tomato ripeness 

levels measuring 400x400 pixels. To achieve a high level of accuracy, image processing time should 

be less. 
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of tomatoes in various regions makes it important to classify tomatoes based on their level of 

ripeness [4]. Manual observation produces maturity levels that are less uniform and less 

satisfactory [5]. Because the results of manual selection are less than satisfactory, a method is 

needed to select and classify tomatoes properly [2]. Digital image processing or image 

processing has input and output in the form of images [6]. The process of identifying fruit 

ripeness can use image processing [7]. Fruit maturity parameters in terms of fruit skin color 

are one of the important factors in determining fruit maturity [8]. 

The KNN algorithm was chosen as the classification algorithm because KNN is quite simple with 

good accuracy based on the minimum distance using Euclidean Distance [9]. The K-Nearest 

Neighbor (KNN) algorithm is a method for classifying objects based on learning data that is 

closest to the object [10]. Near or far neighbors are usually calculated using Euclidean distance 

[11]. The main thing to do is determine the k value used for the classification process [12]. K-

NN is also a non-parametric classification system that is able to solve probability density 

problems [13]. One method that can be used to identify colored objects is digital image 

processing techniques by extracting special features in the image [3]. There are several color 

analysis models in digital image recognition, including Hue, Saturation, Value (HSV) [14]. Hue 

is the level of redness and greenness of light, saturation shows the intensity of the white color 

in the image, and value shows the amount of light received by the eye [15]. The process of 

getting the value of each color you want to display is through a calculation process by changing 

the RGB color space to HSV color space [16]. Image segmentation to perform segmentation 

based on color characteristics, expansion and contraction operations to help eliminate noise, 

naming fruit objects using the recursive component labeling method [8]. 

Previous research [17] on the classification of tomato ripeness levels using the HSV algorithm 

as a color feature and the LVQ algorithm as a classification, obtained an accuracy rate of 83.75%. 

Research [9] Classification of Tomato Ripeness Levels Based on RGB and HSV Colors Using the 

KNN Algorithm obtained an accuracy value of 91.25%. The accuracy obtained is quite good, but 

there are still classification errors because there are still images of tomatoes that have light 

reflections with different intensities. The distance between training data and test data can be 

calculated using various methods, including using the Euclidean equation [18]. Classification 

uses the majority vote among k object classifications [19]. 

It is important to scale HSV space components to reduce computation and increase efficiency 

[20]. One of the indicators used to determine the ripeness of tomatoes is the color of unripe, 

semi-ripe and ripe fruit [21]. The scaled image must still have good quality [22]. 

Mathematically, the image is a function of light intensity in two dimensions [23]. Color features 

are used to simplify image processing [24]. This research will conduct research related to how 

to classify the level of ripeness of tomatoes based on HSV image features using the KNN method. 

There are labels and attributes, labels are taken from the level of fruit ripeness and attributes 

are obtained from the results of image feature extraction. These attributes are R(red), G(green), 

B(blue), H(hue), S(saturation), V(value), and Area [25]. In this study, the level of maturity of 

tomatoes was classified into 3 classes of maturity, namely unripe, semi-ripe and ripe. The aim 

of this research is to determine the relevant features in classifying tomato maturity levels based 

on HSV features using the KNN method so that the resulting accuracy can be better. The 

difference between this research and several previous studies is that the quality of tomato 
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images must minimize light reflections when taking pictures so that it can produce a better level 

of accuracy even though not all images use a white background, by using the HSV feature and 

the KNN method. 

 

METHODOLOGY 

The flow or steps of the KNN algorithm for classifying ripeness levels in tomatoes can be seen 

in the image below: 

 
Figure 1. Flow of the KNN Method 

1. Data Collection 

Data collection carried out in this research was by observation, which is an important data 

collection technique in the research process. This observation technique was carried out in 

markets and tomato gardens to collect image data on tomatoes. Then the tomatoes were 

acquired using an iPhone 11 camera, and a dataset of images of tomatoes with various levels 

of ripeness was collected, namely: raw, quite ripe, and ripe. 

 

 

 

 

 

 

 

 

 

 
Figure 2. Raw Figure 2. Sufficiently Ripe Figure 3. Ripe 
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2. Cropping 

Next, we proceed to the pre-processing stage, namely cutting the image of the tomato (cropping). 

This process is carried out to focus only on the object part of the tomato fruit. Crooping or cutting 

image areas is a technique used to determine exactly which part of the image contains the object 

area to be processed, so that it can be cut and separated from areas that are not needed for further 

processing. This research uses a resize size of 400x400 pixels, the process of cropping the tomato 

image can be seen as in Figure 4 below. 

 

  

 

Figure 4. Cropping process 

 

3. RGB to HSV Feature Extraction 

The RGB to HSV feature extraction stage aims to convert the RGB values to HSV in order to 

obtain the correct values. Where it uses two data, namely training data and test data. The 

training data will later be used to find appropriate values, while the test data will be used to 

test what has been obtained in the testing stage. The HSV image model maps color into three 

main components, namely hue, saturation and value. Calculate the average of each H, S, and 

V value. The average value is used as an HSV feature. Feature extraction at this stage is 

carried out by inserting images of tomatoes into the program design that has been designed 

using the GUI tool in the Matlab R2016a application. 

 

4. K-Nearest Neighbor Method Classification 

The next stage is to classify the tomato image using the K-Nearest Neighbor Method, which 

is a method that uses a supervised algorithm where the results of the new query instance 

are classified based on the majority of the categories in the K-Nearest Neighbor. The 

classification process with KNN is to determine the level of maturity of tomatoes. This 

classification uses the most votes among the classifications of k objects. The k values used 

in this research are 1, 2, 3, 4, 5, 6, 7, and 8 with the search for the distance between training 

data and testing data being Euclidean Distance. There are several stages in using KNN, 

namely: 

a. Sets the K value used. 

b. Calculating the Euclidean distance between test data and training data. 

c. Sort the results from smallest to largest. 

400 

400 
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d. Grouping data based on predetermined K values 

e. Use the class that has the most results from new data classification. 

 

5. Test result 

The test results stage is to test the influence of image size and the influence of environmental 

value (k) on KNN. This stage is to test the training data and test data to determine the level 

of accuracy resulting from testing tomato images. 

 

 

RESULTS AND DISCUSSION 

 

Pictures were taken using a non-white background, because the background color does not 

affect the value of each image characteristic. The image classification results are test data that 

has been processed in a classification system based on the characteristics of each image with 9 

different distance values. In this research, 30 test data were used with each class having 10 

original images. After that, manual calculations will be carried out to determine the level of 

accuracy of each distance/k value. The feature extraction results have an average HSV value of 

100 data. Based on the results of feature extraction processing, the higher the image pixel value, 

the longer the time required. Based on the existing dataset that has gone through the 

preprocessing process, the next experimental stage carried out is the Hue Saturation Value 

(HSV) Color Extraction Method and Classification using the K-Nearest Neighbor (KNN) method 

to test the dataset on the dataset. prepared model. The following is evidence of experiments 

that have been carried out on the dataset to be tested, totaling 30 Test Data. The table below 

shows the results and attached evidence, totaling 6 experimental data, namely raw, moderately 

mature, and mature: 

 

Table 1. Appendix Results of Research Experiment Evidence 

Data Original Image HSV image Class Result Information 

1 

  

1 1 Right, because 

class 1 or above 

ripe 

2 

  

1 1 Right, because 

class 1 or above 

ripe 
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Data Original Image HSV image Class Result Information 

3 

  

2 2 Right, because 

class 2 

or enough 

ripe 

4 

  

2 2 Right, because 

class 2 

or enough 

ripe 

5 

  

3 3 Right, because 

class 3 

or raw 

6 

  

3 3 Right, because 

class 3 

or raw 

 

In Table 1, each original image was tested using the GUI tool in the Matlab R2016a application. 

The original image of the tomato is extracted from the RGB color features to HSV to use the 

color characteristics as a limit or benchmark for whether a tomato image can be said to be ripe 

or not based on the previous process which used the red color as a reference for this 

determination. 

 

Table 2. System Test Accuracy Results 

k value Appropriate data Overall Data Accuracy 

1 23 30 56% 

2 37 30 85% 

3 31 30 78% 

4 21 30 53% 

5 19 30 48% 

6 18 30 45% 

7 19 30 48% 

8 21 30 53% 
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Based on Table 2 above, the level of accuracy obtained from the test data produces the highest 

accuracy value of 85% with a distance k=2. So that it can be used as a reference in carrying out 

classification using the KNN method, the best K value is 2. Meanwhile, the lowest accuracy value 

is obtained at a distance of k=6, namely 45%. To predict and test the KNN classification model 

that has been created, the results obtained are that all the images tested produce the prediction 

results are the same as the class so they match the experimental dataset. 

The difference between this research and previous research [21], the method used is the same 

but the resulting level of accuracy is higher. The KNN environmental value in the classification 

of tomato maturity levels influences the accuracy results, but is not very significant. On the 

other hand, image size has a significant effect on accuracy, because the average test results at 

the highest image size also produce high accuracy. The highest accuracy reached 92.5% on a 

tomato image measuring 1000x1000 pixels and an environmental value of 3. In this study the 

image used was 400x400 pixels in size. Research [22] regarding the classification of ripeness 

levels in tomatoes produced an accuracy level of 92% with a value of k=3. However, some 

tomato images have light reflections. In this research, the image of tomatoes obtained must 

minimize light reflection. Meanwhile, research using another method [23], namely the Support 

Vector Machine method for classification of maturity in tomatoes, provides accurate results. 

The HSV color model produces an accuracy rate of 95%, YCbCr 74% and CIElab 100%. 

However, it is necessary to use other methods and color models to maximize the accuracy of 

the system results. 

 

 

CONCLUSION 

 

Based on the results of research that has been carried out using 30 test data using a dataset that 

was tested as many as 3 images of tomatoes, namely images of unripe, quite ripe and overripe 

tomatoes. From the experimental results above, the K-Nearest Neighbor (KNN) method and 

Hue Saturation Value (HSV) feature extraction to classify the level of ripeness in tomatoes are 

suitable as algorithms and can be used well because of the resulting level of accuracy. that's 

enough to suit your wishes. namely 85% with a distance k=2 on a tomato image measuring 

400x400 pixels. Even though it doesn't use a white background. 

 There are several things that influence the process of classifying tomato ripeness levels, so it is 

recommended to use other pre-processing methods and images with higher sizes to produce 

high accuracy, but require less image processing time. Additionally, it is recommended to 

develop appropriate applications to use the best test results scenarios 
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