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 Understanding customer behavior is essential for ensuring the sustainability and 

competitiveness of property businesses. This study aims to segment customers of PT X based 

on installment payment patterns using the X-Means clustering algorithm, which 

automatically determines the optimal number of clusters. From 9,615 transaction records, 

386 customer profiles were analyzed using four features: number of transactions, number 

of late payments, payment differences, and payment status. The analysis produced five 

customer clusters with a silhouette score of 0.571, reflecting good cluster separation and 

internal consistency. The results reveal distinct payment behaviors, such as customers who 

consistently pay on time, those frequently late, and those who have fully completed their 

payments. These clusters provide practical insights that can support targeted 

communication, billing, and retention strategies. Furthermore, the study highlights the 

effectiveness of adaptive clustering techniques in improving segmentation accuracy. The 

findings contribute to data-driven decision-making in customer management, offering 

valuable guidance for enhancing operational efficiency and supporting long-term business 

performance. 
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1. INTRODUCTION  

 
The intense market competition and fluctuations in consumer purchasing power in the property sector have 

compelled property companies to not only focus on unit sales but also to manage and sustain smooth operational cash flow. 

Customers fulfillment of their property payment obligations is a key indicator of the continuity of business operations [1]. 

Irregular or delayed payments by customers can directly impact the company's financial condition, thereby necessitating a 

more targeted customer management strategy. 

In practice, delays in property customer payments not only affect short-term cash flow but also have the potential 

to disrupt investment plans, debt repayments, and the sustainability of future development projects. Therefore, companies 

need a system capable of early detection and classification of risks, particularly through the analysis of documented 

historical payment patterns. A data driven approach not only enhances collection strategies but also contributes to the 

overall efficiency of company resource management. 

Before formulating a customer management strategy, companies should first develop a thorough understanding 

of their customers. One approach to achieve this is through customer segmentation [2]. Through customer segmentation, 

businesses can put people into groups according to shared traits or behavioral patterns [3]. In the context of payment 

behavior, segmentation can assist companies in classifying customers with on-time payments, delayed payments, or other 
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distinct patterns [4]. Consequently, businesses can design tailored strategies and communication approaches for each 

customer segment. 

In customer data analysis, the success of segmentation largely depends on the selection of appropriate methods 

and algorithms. It is essential to employ techniques that can accommodate data complexity, especially when customer 

behavior is highly diverse and not linearly identifiable. Therefore, selecting an adaptive clustering technique capable of 

accurately capturing data variations is a critical factor in achieving effective segmentation. 

This segmentation process can be supported by data mining techniques, which involve extracting valuable 

information from large datasets [5]. In the business domain, data mining plays a crucial role in uncovering patterns, trends, 

and hidden relationships within historical data to support decision-making processes [6]. It integrates statistical, 

mathematical, and computational approaches to efficiently derive insights [7]. One of the primary methods in data mining 

is clustering, which is used to group data based on similarity without requiring predefined labels or categories. 

Clustering is one of the commonly used segmentation analysis techniques in data analysis [8], . It is a data mining 

method categorized under unsupervised learning, where data grouping is performed without the use of predefined labels 

or categories [9]. The fundamental goal of clustering is to find hidden structures in data by grouping objects with similar 

qualities together and dividing those with different features into distinct clusters.  

Clustering is also a part of machine learning, specifically within the unsupervised learning approach, which is a 

branch of artificial intelligence. This approach enables systems to learn directly from data by identifying patterns or 

structures without the aid of labeled information. In practice, clustering is highly valuable for customer segmentation, as it 

can form groups based on similarities in behavior or characteristics hidden within the data [10]. Therefore, clustering is not 

only a key technique in data mining but also an effective method to support data-driven business strategies [11]. 

Clustering encompasses various widely used algorithms, such as K-Means, K-Means++, DBSCAN, and 

Hierarchical Clustering [12], [13]. Among these, K-Means is the most frequently applied due to its simplicity in 

implementation. However, K-Means demands that the number of clusters (k) be defined in advance, which, if misaligned 

with the natural structure of the data, might lead to inferior clustering results [14], [15]. This challenge becomes more 

prominent when dealing with complex and non-uniformly distributed data. Therefore, alternative algorithms such as X-

Means are utilized. X-Means is an extension of K-Means that can automatically determine the optimal number of clusters 

based on internal evaluation metrics, resulting in segmentations that better reflect the underlying data distribution patterns. 

X-Means was developed by Pelleg and Moore as an enhancement of the K-Means method to address its limitation 

in determining the number of clusters. X-Means is capable of evaluating the data structure and automatically selecting the 

optimal number of clusters. The algorithm employs the Bayesian Information Criterion (BIC) during the clustering process 

[16], [17]. Through this calculation, the number of clusters does not need to be defined manually but is instead dynamically 

adjusted according to the data distribution patterns. This provides greater flexibility in clustering, particularly for complex 

datasets or those lacking a clearly defined cluster structure from the outset [18]. 

The application of the X-Means algorithm in customer segmentation offers advantages in terms of flexibility and 

effectiveness. This algorithm is capable of handling data without a clearly defined cluster structure, while also minimizing 

researcher subjectivity in manually determining the number of clusters. Additionally, it provides fast computation in 

grouping data [19]. Therefore, X-Means serves as a more objective and data-driven solution to meet the needs of customer 

segment analysis in the property industry, which has traditionally relied on conventional and less personalized approaches. 

Several studies have analyzed customer payment patterns, such as the research conducted by Nurelasari E., who 

performed segmentation of customer payment behavior in a multimedia company using the K-Means method and C4.5 for 

classification. The proposed development in this study is the application of the X-Means method to automatically determine 

the optimal number of clusters and to generate customer segmentation that aligns with the underlying characteristics of the 

data [20]. 

Meanwhile, Sembiring et al. applied the K-Means algorithm to cluster vehicle loan arrears data based on three 

variables: car brand, district, and duration of arrears. The results revealed a dominant pattern of payment delays associated 

with specific brands and regions [21], [22]. However, the study did not incorporate cluster quality evaluation metrics such 

as the Silhouette Score or the Davies-Bouldin Index. This limitation highlights the importance of evaluating the quality of 

each method to assess how effective, accurate, and representative the applied approach is in producing meaningful 

segmentation of arrears patterns within the dataset. 

Recent studies have also demonstrated the effectiveness of X-Means in discovering meaningful customer or 

transaction-based segments. Vahidi Farashah et al. applied X-Means clustering to classify customers based on transactional 

behavior in the telecommunications sector, showing improved interpretability and automatic cluster determination 

compared to traditional K-Means [23]. Similarly, Yucebas et al. integrated X-Means and decision tree models to cluster 

real-estate properties before conducting price prediction, emphasizing that X-Means effectively captures the heterogeneity 

in real-estate and financial behavior data [24]. In addition, Tabianan et al. highlighted that clustering methods are valuable 

tools for identifying patterns in customer purchase behavior and for guiding business strategies through intelligent 

segmentation [25]. 

Building on these findings, this research aims to perform segmentation of historical customer payment data from 

a property company, PT X, to understand the characteristics of customer payment patterns. The findings are intended to 

serve as a foundation for developing differentiated service, collection, and communication strategies for each customer 

https://issn.lipi.go.id/terbit/detail/20220218051616231
https://issn.lipi.go.id/terbit/detail/20220218051616231
https://issn.lipi.go.id/terbit/detail/20220218111684759
https://issn.lipi.go.id/terbit/detail/20220218111684759


JISTR, Volume 5, Issue 1, January 2026                                                       P ISSN 2828-3864; E ISSN: 2828-2973 

 

3 

 

segment, while also supporting data-driven decision-making to manage risks and improve operational efficiency. 

Compared to other clustering techniques, such as K-Means, DBSCAN, and Hierarchical Clustering, the X-Means algorithm 

offers several advantages. Unlike K-Means, which requires a predefined number of clusters, X-Means automatically 

determines the optimal number based on internal evaluation criteria, thereby reducing subjectivity in cluster selection. 

DBSCAN, while effective for identifying arbitrarily shaped clusters and noise, often struggles with datasets that vary in 

density. Meanwhile, Hierarchical Clustering provides interpretability through dendrogram structures but is 

computationally expensive for large-scale datasets. Given these considerations, X-Means is more adaptive and efficient for 

identifying natural groupings within complex behavioral datasets such as property customer payment records. 

This research contributes to the development of customer segmentation in the property sector by applying an 

adaptive clustering method with internal validation to produce more objective and actionable groupings. The research gap 

addressed in this study lies in the limited application of adaptive clustering methods specifically X-Means for analyzing 

customer payment behavior in the property domain. Most prior studies rely on conventional clustering algorithms without 

automated cluster determination or comprehensive evaluation metrics. Therefore, the novelty of this study is the 

implementation of the X-Means algorithm combined with Silhouette Score evaluation to obtain representative, data-driven 

customer segments. Based on the aforementioned research objectives and identified gaps, the next section outlines the 

methodology used to implement and evaluate the proposed segmentation model. 

 

2. RESEARCH METHOD 

 
The research involves several stages of data processing, beginning with data preparation and continuing through 

to method implementation. These stages are illustrated in the workflow presented in Figure 1, which outlines the research 

workflow. 

 
Figure 1. Research Workflow 

The research workflow is illustrated in Figure 1. The Research Workflow outlines the sequential stages undertaken 

in this study, beginning with data preparation, which includes reading data, selecting relevant features, handling missing 

values, data type conversion, and aggregation. In this stage, four key features are prioritized payment amount, payment 

frequency, delay duration, and payment status as they directly represent the behavioral dimensions of customers in fulfilling 

their financial obligations. The payment amount reflects the customer’s purchasing power and financial commitment, while 

payment frequency indicates consistency and reliability in meeting installment schedules. The delay duration captures the 

customer’s level of discipline and potential credit risk, and payment status summarizes the overall completion or 

delinquency pattern. Together, these features provide a comprehensive behavioral profile that enables accurate 

segmentation based on payment tendencies. 

This is followed by the data preprocessing stage, involving data standardization and transformation to ensure data 

consistency and readiness for analysis. The process continues with exploratory data analysis (EDA), where descriptive 

statistics, distribution patterns, outlier detection, correlation analysis, and multicollinearity detection using the Variance 

Inflation Factor (VIF) are performed. Upon completion of the EDA, the X-Means clustering algorithm is implemented to 
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segment customers based on payment behavior. The resulting clusters are then evaluated using appropriate metrics, 

visualized for better interpretability, and finally interpreted to derive meaningful insights that can support strategic business 

decisions. 

 

2.1 Dataset 

 

The data used in this research are secondary data, consisting of installment records for each sold property unit 

within the period from 2019 to November 4, 2024, comprising a total of 9,615 entries. The primary data, which includes 

the price of each property unit, was obtained from a property company located in Sidoarjo, East Java. 

 

2.2 Data Preprocessing 

 

Before data preprocessing, a data selection process was carried out to determine the features to be merged into a 

single dataset, followed by data preparation. The resulting dataset consists of 7 features: Unit Number, Number of 

Transactions, Total Payment, Price, Difference, Payment Status, and Late Amount, comprising a total of 386 rows. Table 

1 presents the description and data type of each feature. 

Table 1. Metadata 

Feature Description 
Data 

Type 

Rationale 

Unit Number Unique identifier for each property unit string 
Used to represent each transaction entity 

uniquely; serves as a key identifier for data 

grouping and aggregation. 

Number of 

Transactions 

Total number of payment transactions 

made 
int 

Indicates the frequency and consistency of 

payment behavior; higher frequency often 

reflects stable commitment and lower 

default risk 

Total Payment 
The total amount of payment that has been 

paid in Rupiah 
int 

Represents actual financial contribution; 

relevant to understanding the level of 

payment completion and customer 

financial engagement 

Price 
Total price of the property unit that should 

have been paid in Rupiah 
int 

Used as a baseline for comparing total 

payment and determining discrepancies 

between paid and expected amounts; 

crucial for assessing customer 

affordability 

Difference 

The difference between the total payment 

and the price indicates an overpayment or 

underpayment 

int 
Captures financial deviation—key to 

identifying late or incomplete payments, 

which signal potential financial distress 

Payment Status 

The final status of the payment (for 

example, paid or unpaid, represented by a 

code) 

String 
Reflects final behavioral outcome in the 

payment cycle; acts as categorical 

validation for segmentation results 

Late Amount 
The number of late payments (in number 

of occurrences) 
Int 

Quantifies payment irregularities and 

delay patterns, serving as a strong 

indicator of risk and credit discipline 

 

Before the transformation process, the data were first examined to identify the presence of missing values and 

outliers. Outlier detection was conducted using visualization techniques such as boxplots, along with analysis of extreme 

values in numerical features. Values that significantly deviated from the general distribution were considered for removal, 

reprocessing, or retention depending on the research objective. The normalization process was then carried out using the 

RobustScaler method, which is known for its resilience to the influence of outliers compared to other standardization 

techniques. This step is particularly important given that certain features, such as the number of transactions and the 

difference, exhibit uneven distributions.   

After the dataset was constructed, data transformation and standardization were performed to prepare it for 

clustering customer payment patterns. The scale standardization was conducted using the RobustScaler method. 

Following standardization, feature selection was carried out for the clustering process. Based on the exploration of data 

distribution, outliers, and inter-feature correlations, the most relevant features for representing customer payment behavior 

were identified as the Number of Transactions, the Late Amount, the difference between Price and Total Payment, and 

Payment Status. These four features were used as the input data for the customer segmentation process using clustering 

techniques. 

. 
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2.3 RobustScaler 

 

RobustScaler is a data scaling technique available in the sklearn. preprocessing module, designed to address the 

impact of outliers during the standardization process. Unlike StandardScaler, which relies on the mean and standard 

deviation for transformation, RobustScaler utilizes the median and the interquartile range (IQR), the difference between 

the third quartile (Q3) and the first quartile (Q1) [26]. His approach makes RobustScaler more robust against the influence 

of outliers, which can otherwise distort the data distribution and reduce its representativeness. 

Standardization using RobustScaler is performed using the following formula: 

𝑥′ =
𝑥−𝑚𝑒𝑑𝑖𝑎𝑛

𝐼𝑄𝑅
          (1) 

and:  

𝐼𝑄𝑅 = 𝑄3 − 𝑄1          (2) 

Where x represents the original data value, the median is the central value of the distribution, and IQR is the 

difference between the third quartile (Q3) and the first quartile (Q1). The standardized value, denoted as x′, indicates how 

far a data point deviates from the median when measured in units of the IQR [27]. Therefore, this method is well-suited 

for dataset with non-normal distributions or those containing outliers, as it is not significantly influenced by extreme value 

deviations.  

In this study, the use of RobustScaler is considered appropriate, as several numerical features, such as Number of 

Transactions, Difference, and Total Payment, exhibit wide value ranges and contain outliers. If these data were not 

transformed using a suitable method, the extreme values could dominate the clustering process and obscure the underlying 

patterns intended to be revealed. By applying RobustScaler, the data are normalized using the median and interquartile 

range (IQR), thereby minimizing the influence of extreme values and resulting in more accurate and representative 

clustering outcomes that better reflect the underlying data structure. 

 

2.4 X-Means Algorithm 

 

The X-Means algorithm is an extension of K-Means that is considered to offer faster computational performance 

than K-Means [16]. In this research, X-Means is employed to cluster customers based on similarities in their payment 

patterns, using a more flexible approach that adapts to the characteristics of the data. The clustering process begins with 

a small number of clusters and expands gradually by splitting clusters based on internal evaluations performed by the X-

Means algorithm to improve clustering quality [28]. Evaluation of cluster splits is conducted using the Bayesian 

Information Criterion (BIC) to ensure optimal results that align with the natural structure of the data. BIC serves as the 

evaluation basis by calculating the BIC values before and after the split and comparing them to determine whether the 

division significantly improves the model[29]. 

BIC combines a measure of model fit to the data (log-likelihood) with a penalty for model complexity [30]. Its 

primary objective is to prevent overly complex models and reduce the risk of overfitting. The general form of the BIC 

equation is presented as follows: 

𝐵𝐼𝐶 = 𝐿 −
𝑝

2
𝑙𝑜𝑔𝑁          (3) 

Explanation: 

a) 𝐿 is the log-likelihood value of the model, 

b) 𝑝 is the number of parameters in the model, 

c) 𝑁 is the number of observations or data points. 

A higher BIC value indicates a better model, as it balances model fit and simplicity. In the X-Means algorithm, 

the BIC value is calculated for both pre- and post-cluster split scenarios. If the split results in a higher BIC value, the 

division is accepted; otherwise, the cluster structure remains unchanged[31]. This approach is repeated until no additional 

cluster splits increase BIC, resulting in the ideal number of clusters that correspond to the data's inherent structure. 

This research employs the X-Means algorithm because the customer data being analyzed exhibits uneven 

distribution, and the optimal number of clusters is not known in advance. X-Means offers the advantage of automatically 

determining the appropriate number of clusters through evaluation using the BIC, allowing the segmentation process to 

adapt to complex data structures. This is particularly relevant in analyzing customer payment patterns, which often display 

high variability and are difficult to classify manually. Therefore, the use of X-Means is expected to produce more accurate 

clusters that better reflect real-world conditions. 
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2.5 Sillhouette Score 

 

The Silhouette Score is an evaluation tool intended to objectively examine the quality of clustering results without 

using labels or ground truth [32]. his metric measures how similar an object is to other objects within the same cluster, 

compared to objects in different clusters. 

The Silhouette Score is determined for each data point and ranges from minus one to one [12]. A higher Silhouette 

Score, approaching 1, indicates better clustering quality, as it reflects high similarity among objects within the same cluster 

and clear separation from those in other clusters. Conversely, a score near 0 suggests that the object lies at the boundary 

between two clusters, while a negative value indicates that the object is closer to a different cluster than its own, signaling 

a potential misclassification [33]. 

The calculation of the Silhouette Score is based on two main components: 

a) 𝑎(𝑖): the average distance between data point i and all other points in the same cluster. (referred to as 

cohesion), 
b) 𝑏(𝑖): the average distance between data point i and all points in the closest neighboring cluster (referred 

to as separation). 
Using these two values, the Silhouette Score 𝑠(𝑖) for the-𝑖 the data point is calculated using the following formula: 

𝑠(𝑖) =
𝑏(𝑖)−𝑎(𝑖)

max⁡(𝑎(𝑖),𝑏(𝑖))
         (4) 

The average value of all 𝑠(𝑖) scores across the dataset serve as a general indicator of clustering quality. Silhouette 

Score is commonly used to evaluate clustering results with varying numbers of clusters to determine the optimal cluster 

count. 
In this research, the Silhouette Score is employed as an evaluation tool to assess the quality of the segmentation 

produced by the clustering algorithm, specifically X-Means. This metric is selected for its ability to provide an objective 

assessment of how well the resulting clusters reflect the natural structure of the data. Additionally, the Silhouette Score is 

useful for comparing different clustering scenarios to identify the most appropriate number of clusters before conducting 

further interpretation and analysis. 

Although the Silhouette Score is a widely used evaluation metric, its results should be analyzed in conjunction 

with visualizations and contextual understanding of the data. In some cases, a high silhouette value does not necessarily 

indicate a segmentation that aligns with business objectives or is easily interpretable in practice. Therefore, a combined 

approach that integrates quantitative analysis, such as the Silhouette Score, with qualitative analysis based on domain 

knowledge is essential to ensure that the resulting clusters are not only statistically valid but also operationally relevant. 

 

3. RESULTS AND DISCUSSION 

 
The research process was conducted to identify payment patterns formed within each cluster. Subsequently, the 

model was evaluated, the clusters were visualized, and their characteristics were interpreted accordingly.  

 
3.1 Data Preparation 

 

Data preparation stage began with the aggregation of transaction data based on the Unit Number, by grouping all 

transactions associated with each individual property unit. This process resulted in two new features: Number of 

Transactions, representing the frequency of payments made, and Total Payment, indicating the accumulated payment 

amount per unit. 

After the transaction data was summarized, data cleaning was performed on another file containing property price 

information. In this step, the first two irrelevant rows were removed, and column names were standardized for consistency 

and ease of use, for instance, renaming column F to Unit Number and Unnamed: 3 to Price. 

The next step involved merging the transaction data with the property price data using the Unit Number as the key 

column. This merge enabled the calculation of a new feature called Difference, defined as the difference between the 

Price and the Total Payment. This feature was used to derive the Payment Status, where a unit was categorized as Paid 

in Full if the difference was less than or equal to 0, and Not Fully Paid if the difference exceeded 0. 

Subsequently, historical payment dates were analyzed to calculate the number of late payments. By computing the 

difference in days between the due date (Payment Date) and the actual payment date (Received Date), transactions 

exceeding the due date were identified. Transactions with a difference greater than 0 days were classified as late payments. 

These data were then grouped by Unit Number to obtain the total Number of Late Payments per unit. 

Once all the key features were generated, a merging process was conducted to consolidate all information, 

including the number of transactions, total payment, property price, difference, payment status, and number of late 

payments, into a single complete dataset. Finally, to address missing values in the Number of Late Payments column, 

which occurred because not all units had experienced payment delays, the missing values were filled with 0 and converted 

to an integer data type. 

https://issn.lipi.go.id/terbit/detail/20220218051616231
https://issn.lipi.go.id/terbit/detail/20220218051616231
https://issn.lipi.go.id/terbit/detail/20220218111684759
https://issn.lipi.go.id/terbit/detail/20220218111684759


JISTR, Volume 5, Issue 1, January 2026                                                       P ISSN 2828-3864; E ISSN: 2828-2973 

 

7 

 

 

3.2 Data Preprocessing 

 

Before data normalization was performed, the categorical values in the Payment Status feature were first converted 

into a numerical format to ensure compatibility with subsequent analytical processes. This step is essential, as the 

clustering algorithm used in this research can only process numerical data. The Payment Status feature, which originally 

contained two labels, Paid in Full and Not Fully Paid, was transformed into binary form using binary encoding, with 

Paid in Full encoded as 1 and Not Fully Paid as 0. This transformation aims to represent the payment status in a numerical 

format without assigning undue weight to either category. 

Once all features were converted into numerical form, data normalization was conducted using the RobustScaler 

method. This method was selected due to its robustness against outliers, in contrast to other standardization techniques 

such as Min-Max Scaling or StandardScaler. RobustScaler performs transformation based on the median and interquartile 

range (IQR), thereby minimizing the influence of extreme values on the scaling process. This is particularly important 

because several features, such as Number of Transactions, Difference, and Total Payment, exhibited uneven distributions 

and contained significant outliers. If not properly addressed, these outliers could distort the clustering process and lead to 

biased results. 

Outlier identification was carried out through boxplot visualizations of the numerical features used in the study. 

The visualizations revealed several extreme values falling outside the interquartile range (IQR), represented by data 

points beyond the whiskers of the boxplot. The most prominent outliers were found in the Number of Transactions and 

Difference features, where some data points showed values substantially higher than the majority of the dataset. This 

indicates the presence of customers with exceptionally high transaction activity or large discrepancies between the 

property Price and Total Payment, either underpayment or overpayment. A more detailed visualization of these outliers 

is presented in Figure 2. 

These outliers are important to examine, as they can influence the clustering results, particularly if not addressed 

using appropriate transformation methods. In the context of this study, outliers were not immediately removed but were 

further analyzed. Outliers considered contextually relevant from a business perspective, such as customers with high 

transaction intensity or extreme delays, were retained. In contrast, extreme values that appeared inconsistent or potentially 

indicative of data entry errors were considered for reprocessing or removal 

 
Figure 2. Identification Outlier 

 

Following the outlier handling stage, an analysis of feature relationships was conducted to evaluate the extent to 

which each feature is interrelated and relevant to mapping customer payment behavior. Understanding feature correlations 

is essential to avoid information redundancy, which can distort clustering results. Features with very high correlations 

may lead to multicollinearity, and thus should be considered for elimination or substitution to ensure that the segmentation 

results remain valid and optimally reflect data variation. 
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Therefore, a feature correlation analysis was performed to assess how strongly the features are related and how 

relevant they are to the behavioral mapping of customer payments. Features exhibiting very high correlations pose a risk 

of multicollinearity and may need to be removed or replaced to maintain the integrity and representativeness of the 

segmentation. The results of this analysis are visualized in a heatmap, as shown in Figure 3, which provides an initial 

overview of the strength of associations among features, whether strong, moderate, or weak. This visualization serves as 

a preliminary basis for determining which features should be retained for cluster formation and which should be 

eliminated due to information redundancy 

Based on Figure 3, it is evident that the Number of Transactions is highly positively correlated with Late Amount, 

with a correlation coefficient of 0.89, while Total Payment also shows a strong correlation with Price, at 0.84. 

Additionally, the Difference feature exhibits a strong negative correlation with Payment Status, at −0.69, indicating that 

a larger difference typically reflects an unpaid status. Other correlations are weaker, such as the correlation between 

Number of Transactions and Payment Status (0.35), and between Total Payment and Late Amount (0.37). 

High correlations among certain features suggest the potential presence of overlapping information. When such 

features are used simultaneously in the clustering process, they may distort the cluster structure due to the lack of 

independence in their contributions. Therefore, further steps, such as multicollinearity evaluation, are necessary to ensure 

that only features that are truly relevant and independent are included in the model. 

 
Figure 3. Correlation Pearson 

The strongest relationships are observed between Number of Transactions and Late Amount, Total Payment and 

Price, as well as Difference and Payment Status (in a negative direction). These patterns indicate that a higher number of 

transactions is associated with a greater likelihood of payment delays; higher property prices tend to result in larger total 

payments; and a larger difference corresponds to a worse payment status, reflecting an outstanding balance that has yet to 

be settled. 

To reinforce the findings from the correlation analysis and ensure the absence of multicollinearity among features, 

the Variance Inflation Factor (VIF) was calculated. VIF is a method used to measure the extent to which an independent 

variable can be explained by other variables within a model regression. A high VIF value indicates the presence of 

information redundancy or multicollinearity. As a general rule, a VIF value exceeding 10 suggests a high degree of 

multicollinearity, and such features should be considered for elimination from the clustering model to prevent distortion in 

the segmentation results. 

Table 2. VIF 
Feature VIF 

Number of Transactions 5,24 

Total Payment 829,78 

Price 833,87 

Difference 342,29 
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Payment Status 2,02 

Late Amount 5,44 

 

Based on the results of the Pearson correlation analysis and VIF calculation, it was found that several features 

exhibited very high correlations with one another and VIF values that far exceeded the multicollinearity tolerance threshold 

(>10). For instance, the features Price and Total Payment had VIF values of 833.87 and 829.78, respectively, indicating a 

high degree of multicollinearity that could negatively impact the clustering process. 

Therefore, the features selected for use in the clustering process, those considered free from correlation issues or 

high multicollinearity, and capable of effectively representing customer behavior, were narrowed down to four: Number of 

Transactions, Late Amount, Difference, and Payment Status. 

 

 
 

3.3 Comparison of X-Means and K-Means Computation Times 

 

This study compares the computational efficiency between the X-Means and K-Means algorithms. This 

comparison was conducted to see how optimal X-Means is in processing customer payment data compared to the more 

commonly used baseline method, namely K-Means. Table 3 shows a comparison of the computation between X-Means and 

K-Means. 

Table 3. Comparison of Computation Time 

Method Computational Time (s) 

X-Means 0.0243 

K-Means 0.1967 

 

Based on Table 3, X-Means was able to complete the clustering process in a shorter time (0.0309 seconds) 

compared to K-Means (0.1625 seconds). This shows that X-Means works more efficiently on the dataset used. This time 

difference arises because X-Means has a mechanism that dynamically adjusts the number of clusters through Bayesian 

Information Criterion (BIC) evaluation. In this way, the process of finding the appropriate number of clusters does not need 

to be done manually as in K-Means. Thus, the results of this study further strengthen the reasons for choosing X-Means, 

which has the advantage of better computational speed compared to the comparison method. 

 

3.4 Clustering Results 

 The X-Means algorithm was implemented using the four selected features for clustering. Based on the analysis 

results, the optimal number of clusters obtained was five. To evaluate the quality of the clustering, the Silhouette Score was 

used, which yielded a value of 0.571. This score indicates that the clustering result is reasonably good, as the clusters are 

relatively well-separated and exhibit consistent internal structure. It suggests that dividing the data into five clusters 

effectively reflects distinct patterns or characteristics among the data groups. 

The results of this clustering can serve as a foundation for further analysis, such as customer behavior 

segmentation, identification of potential payment delay risks, or the development of other strategic initiatives relevant to 

the company's needs. Therefore, the insights gained from the clustering process hold significant practical value in 

supporting data-driven decision-making. 
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Figure 4. Distribution Cluster 

Figure 4 presents a visualization of the distribution of the number of members within each resulting cluster. There 

are five clusters with unequal membership sizes. Cluster 4 contains the highest number of members, with a total of 145 

customers, while Cluster 2 has the fewest, with fewer than 20 members. This disparity reflects the variation in customer 

behavior characteristics successfully grouped through the clustering process.  

Additionally, a supplementary visualization was generated to illustrate the spatial distribution of each cluster in a 

two-dimensional space. This facilitates the observation of cluster structure and proximity, thereby supporting a more 

comprehensive and intuitive interpretation of the clustering results. 

The t-SNE visualization in Figure 5 illustrates the distribution of members within each cluster in a more intuitive 

two-dimensional space. It can be observed that the points representing each cluster are concentrated within specific regions, 

indicating clear separation between clusters. Different colors for each cluster aid in depicting the structure of the formed 

segmentation. Red "X"-shaped markers represent the centroids of each cluster. 

Based on the visualization, cluster centers such as Cluster 1, Cluster 3, and the majority of Cluster 0 appear to be 

well-separated, suggesting that the clustering process successfully grouped the data into relatively consistent patterns. 

However, there are also indications of overlap or proximity between certain clusters, particularly between Cluster 2 and 

Cluster 4, which may reflect similarities in the characteristics of the data points within those clusters. 
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Figure 5. Cluster Center 

 

As an effort to enhance the interpretation of the segmentation results, visualization was carried out using the t-

distributed Stochastic Neighbor Embedding (t-SNE) method. This technique is useful for projecting high-dimensional data 

into a two-dimensional space, thereby allowing the distribution patterns between clusters to be more clearly observed. In 

addition to improving understanding, the t-SNE visualization also aids in identifying the relative positions of each cluster. 

The following table presents the coordinates of each cluster centroid in the two-dimensional space resulting from the t-SNE 

projection. 

The t-SNE visualization reveals that most clusters appear to be fairly well-separated, particularly Clusters 1 and 

3, which form more compact and structured groupings. This indicates notable differences in payment behavior among 

customers within these clusters. On the other hand, Clusters 2 and 4 appear to have overlapping or closely situated 

distribution areas, suggesting similarities in customer characteristics such as transaction intensity or patterns of payment 

delay that are nearly alike. 

Table 4. Cluster Center Point Coordinates 
Cluster TSNE-1 TSNE-2 

0 2.131000 0.089 

1 11.398000 -1.762 

2 18.684999 -1.023 

3 -4.297000 -9.921 

4 -6.317000 6.223 

 

Based on Table 3, each cluster exhibits significantly different centroid coordinates within the two-dimensional 

space projected by t-SNE. For instance, Cluster 1 has a centroid located at (11.39, 1.76), which is relatively distant from 

that of Cluster 3. This distance supports the visual findings that these two clusters are indeed distinctly separated. It further 

reinforces the evidence that the X-Means algorithm successfully segmented customers into groups that reflect distinct 

payment behavior characteristics. 

The differences in cluster centroid coordinates can serve as a foundation for developing targeted approaches for 

each customer segment. For example, clusters located in regions with extreme negative coordinate values may be associated 

with problematic payment behavior and could be prioritized in early intervention or debt collection strategies. Conversely, 

clusters with stable centroids, well-separated from those associated with risk, may be candidates for loyalty programs or 

timely payment incentives. 
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Based on the analysis results, both the moderately high Silhouette Score and the t-SNE visualization, it is evident 

that the clusters are formed, providing a strong foundation for the resulting segmentation. These findings are highly 

valuable for understanding customer behavior, particularly in mapping payment delay risks, identifying transaction 

patterns, and designing more precise, data-driven business strategies. 
 
3.5 Cluster Interpretation 

Table 5. Cluster Average 

Cluster 
Number of 

Transactions 
Late Amount Difference Payment Status 

0 28.880000 8.626667 9.168028e+06 0.000000 

1 10.611111 1.083333 2.956975e+07 0.00000 

2 14.187500 1.125000 6.704086e+07 0.000000 

3 13.727273 1.792208 -6.997656e+05 0.987013 

4 36.958904 13.972603 2.203878e+04 0.993151 

 
Based on the average values calculated for each cluster as shown in Table 4, it can be observed that each cluster 

exhibits distinct average values across key features such as Number of Transactions, Late Amount, Difference, and Payment 

Status. These differences confirm that each cluster represents a segment of users with unique and distinguishable behavioral 

characteristics.  

Cluster 4, for instance, stands out with the highest average Number of Transactions and Late Amount among all 

clusters, approximately 36.96 transactions and 13.97 delays, respectively. Nevertheless, this cluster also shows a very high 

average Payment Status of 0.993, indicating that the majority of customers in this group ultimately fulfill their payment 

obligations, despite frequent delays. This suggests a profile of active users who possess the financial capability to pay but 

exhibit low timeliness or payment discipline. 

Conversely, Cluster 1 exhibits a markedly different behavior. Users in this cluster recorded the lowest number of 

transactions and delays, yet have a Payment Status of 0. This indicates that although they rarely engage in transactions, 

none of their payments were completed. A similar pattern is observed in Cluster 2; although users in this cluster performed 

slightly more transactions than those in Cluster 1, their Payment Status remains low, suggesting a relatively high risk of 

default. 

Cluster 0 presents a rather unique condition, with a large and positive Difference value and a relatively high 

frequency of payment delays. However, the Payment Status remains at 0, indicating that despite having transactions and a 

significant outstanding balance (possibly arrears), no payments have been settled. On the other hand, Cluster 3 demonstrates 

more favorable characteristics, with a Payment Status close to 1 and a negative Difference value. This may suggest 

overpayment or refunds, and indicates that users in this group tend to comply with their financial obligations. 

When compared holistically, Clusters 1 and 2 appear to pose lower risks, while Clusters 0 and 4 present payment-

related challenges despite exhibiting high transaction volumes. Cluster 3 falls in the middle, demonstrating relatively 

balanced characteristics. These clustering results can be utilized by the company to develop more targeted customer 

management strategies. For instance, clusters characterized by high transaction frequency but significant payment delays 

could be targeted with financial education programs or automated reminders. 

Meanwhile, customers in clusters with low delays and strong payment status could be offered incentives such as 

discounts or loyalty programs to reinforce their positive behavior. By analyzing the differences across clusters in this way, 

the company can gain deeper insights into customer profiles and make more strategic decisions both in terms of risk 

management and in designing more personalized and relevant product or service offerings. Understanding the profile of 

each cluster is essential as a foundation for establishing service policies, collection strategies, and resource allocation 

tailored to the risk level of each customer group. 

In general, the interpretation of clusters based on their average values provides a clearer picture that each cluster 

possesses distinct characteristics or user profiles. These differences reflect variations in user behavior, particularly in terms 

of transaction frequency, level of payment delays, and final payment status. Such distinctions allow each cluster to be 

understood as a representation of user segments with differing needs and risk levels. 

This information is highly valuable as a foundation for designing more targeted service strategies, and it serves as 

a reference for developing subsequent policies, such as credit risk management, tailored product offerings, or more 

personalized communication approaches for each customer segment. 

 

4. CONCLUSION 
 

This research successfully segmented customer data into five clusters with distinct payment behavior patterns 

using the X-Means clustering method. The X-Means approach enabled the identification of diverse customer profiles, 

ranging from on-time payers to those who frequently delay or default on payments. This adaptivity allowed the clustering 

process to automatically determine the optimal number of clusters without manual intervention, enhancing the accuracy 

and relevance of the segmentation. 
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The computational comparison further supports the efficiency of X-Means, which completed the clustering process 

in 0.0243 seconds, significantly faster than K-Means at 0.1967 seconds. This improvement demonstrates that X-Means can 

process customer payment data more efficiently by dynamically adjusting the cluster number using Bayesian Information 

Criterion (BIC) evaluation. The Silhouette Score of 0.571 also indicates good cluster separation, validated visually through 

t-SNE visualization with mostly distinct group boundaries. 

The practical implications of these findings are significant for property management companies. By leveraging 

adaptive clustering results, companies can design targeted strategies such as personalized collection methods, service 

adjustments, and loyalty programs based on customer risk levels. This data-driven segmentation enables better resource 

allocation, reduces payment delay risks, and enhances operational efficiency in managing diverse customer behaviors. 
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